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Figure 1: An overview of WordDecipher, an explainable AI writing assistant for non-native English speakers (NNES): upon
receiving users’ writing, intention detector returns perceived social intentions, which could be adjusted by users either numer-
ically or by providing writings in their native language. Then user-guided rewriter generates multiple suggestions, and the
nuance explainer helps NNES make selections.

ABSTRACT
Non-native English speakers (NNES) face challenges in digital
workspace communication (e.g., emails, Slack messages), often in-
advertently translating expressions from their native languages,
which can lead to awkward or incorrect usage. Current AI-assisted
writing tools are equipped with fluency enhancement and rewriting
suggestions; however, NNES may struggle to grasp the subtleties
among various expressions, making it challenging to choose the
one that accurately reflects their intent. Such challenges are ex-
acerbated in high-stake text-based communications, where the
absence of non-verbal cues heightens the risk of misinterpretation.
By leveraging the latest advancements in large language models
(LLM) and word embeddings, we propose WordDecipher, an ex-
plainable AI-assisted writing tool to enhance digital workspace
communication for NNES. WordDecipher not only identifies the
perceived social intentions detected in users’ writing, but also gen-
erates rewriting suggestions aligned with users’ intended messages,
either numerically or by inferring from users’ writing in their native
language. Then, WordDecipher provides an overview of nuances to
help NNES make selections. Through a usage scenario, we demon-
strate how WordDecipher can significantly enhance an NNES’s
ability to communicate her request, showcasing its potential to
transform workspace communication for NNES.

CCS CONCEPTS
• Human-centered computing→ Human-computer interaction
(HCI); Interaction design.
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1 INTRODUCTION
Non-native English speakers (NNES) represent a significant demo-
graphic, with more than two million international students enrolled
in universities in English-speaking countries [3] and 29.8 million
foreign-born workers comprising 18.1% of the US civilian labor
workforce [2]. NNES encounter unique challenges in navigating
workspace communication, especially text-based communication
(e.g., Emails, Slack messages [20]), where non-verbal cues are miss-
ing. NNES may unintentionally translate phrases from their native
language, leading to awkward or incorrect expressions. This in-
creases the risk of miscommunication and decreases the chance of
receiving a reply [18].

Some NNES have come up with coping strategies to make the
expression sound more natural: they manually verify the exis-
tence of phrases in reliable human-authored texts (e.g., New York
Times) via tools like Ludwig [4, 16] or general search engines to
gauge the prevalence of a phrase based on the volume of returned
results [16]. Several AI-assisted writing tools are equipped with
rewriting features [1, 13, 24, 28], usually providing users with mul-
tiple parallel suggestions. Some tools also categorize suggestions by
tones [13, 24] and assign fluency scores to each suggestion [14, 15].

However, existing tools are not tailored for NNES. Unlike native
English speakers (NES), when facing multiple expressions, NNES
may struggle to discern the nuances and select the one that best
conveys their intention. Besides, NNES have expressed doubt of
the rationales of fluency scores, relying on them for lack of alter-
natives [15]. NNES also expressed the concerns that paraphrasing
may alter the original meanings, and the AI-generated suggestions
may not fit into their context [16, 26, 27].
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In response to these challenges, we propose WordDecipher, an
explainable AI-assisted writing tool tailored for non-native Eng-
lish speakers to enhance digital workspace communication. Word-
Decipher follows several intent-based design patterns including
“inferring intent”, “interpretive refraction”, and “contextualizing
choices” mentioned by Kreminski et al [17]. As shown in Figure 1,
WordDecipher works as follows:
Intention detector. Given an expression constructed by NNES,
WordDecipher detects several dominant social intentions (e.g., informal-
formal, indirect-direct, distant-close [18]) via large language model
(LLM) prompting [5], then it quantifies the intensity based on pre-
trained style embeddings [23, 26, 27] and displays it to users.
User-guided rewriter. Should there be a discrepancy between the
detected and intended social intention intensities, NNES can either
submit a version in their native language to express the intention
more accurately or manually adjust the expected social intention
intensity score. Upon updating the intensity level, WordDecipher
generates various suggestions by instructing the LLM to revise the
text in alignment with the actual intentions.
Nuance explainer. Given parallel suggestions,WordDecipher com-
putes their distance in content and style embedding spaces trained
on credible human-written resources, and provides an overview of
nuances to enable a more informed selection process.

2 RELATEDWORK
2.1 AI-assisted rewriting tools
Existing tools like Grammarly [12], Quillbot [24], WordTune [28],
and Writefull [1] offer diverse functionalities in rewriting, support-
ing various tones, modes, and providing parallel writing sugges-
tions. Boomerang Respondable [6] generates real-time predictive
metrics (e.g., word count, reading level, and positivity) for Email
response likelihood based on users’ writing. LaMPost [11] supports
rewriting emails based on built-in suggestions (e.g., formal, simpler)
and customized instructions.R3 [10] is an iterative text revision sys-
tem that reduce human efforts by incorporating model-generated
revisions and user feedback. WordCraft [29] supports customized
rewrite prompts for creative writing, e.g., “rewrite this text to be
more Dickensian”. Compared to existing AI-assisted rewriting tools,
WordDecipher is tailored for NNES, incorporating explainable AI
features to facilitate comparing and selecting parallel suggestions.

2.2 Non-native English speakers (NNES)
research

Studies have explored NNES interactions with AI rewriting tools,
highlighting challenges in accurate message delivery and para-
phrase evaluation. For instance, Ito et al. [15] found that NNES
struggled with evaluating AI-generated output, often relying on
machine translations. However, machine-translated emails from
NNES tend to convey social intentions less accurately compared to
those written directly in English by NNES [18]. NNES are also found
to accept more Email writing suggestions than NES, potentially
due to difficulties in identifying issues [8]. Comuniqa [21] aims
to enhance NNES’ speaking skills through LLM-based evaluations
across multiple dimensions. Kim et al. [16] examined NNES’ coping

strategies, including referring to human-authored texts from credi-
ble sources, seeking textual explanations and statistical evidence
via search engines. WordDecipher draws inspiration from previous
studies with NNES, and possesses more explainable features and
tailored support for NNES.

2.3 Pre-trained text representations
Word embeddings transform words into vector representations
that reflect their context from large datasets [9, 19], enabling the
derivation of sentence or document embeddings through aggrega-
tion [22, 25]. Such embeddings are instrumental for downstream
tasks like computing text similarity. However, the same content
can be conveyed in different styles, e.g., “r u a fan of them or some-
thing?” vs. “Are you one of their fans?” [26]. Addressing this, Weg-
mann et al. [27] trained style-specific embeddings by controlling
the content and fine-tuning RoBERTa models [19]. Recently, Pa-
tel et al. [23] harnessed large language models (LLM) to annotate
styles and synthesize a large training dataset, leading to the creation
of LISA embeddings, 768-dimensional interpretable style vectors
designed for interpretability, enabling style analysis within a mul-
tidimensional framework. WordDecipher is partly empowered by
pre-trained embeddings to conduct quantitative comparisons in
content and styles.

3 USAGE SCENARIO
This section illustratesWordDecipher’s application through Yinuo’s
experience. Yinuo, a sophomore chemistry major from China at-
tending a public university in the U.S., has lived in the country
for one and a half years. Last semester, Yinuo took a class taught
by Prof. Miller and was captivated by the latest advancements in
nanotechnology, so Yinuo decided to ask whether it’s possible to
join his lab as an undergrad research assistants in the summer.

First, Yinuo begins by prompting ChatGPT [7]: “I’m a sopho-
more chemistry major, last semester I took an organic chemistry
class and got an A. I’m really interested in nanotechnology; help
me write an email to tell him that I want to join his lab in the
summer.” Upon receiving ChatGPT’s reply, Yinuo scans the content
and believes it is a good starting point, so she pastes it into her
school’s Gmail interface, as shown in Figure 2. However, she notes
the email’s length and formal tone, which do not align with Prof.
Miller’s casual demeanor, yet she wishes to maintain a respectful
tone appropriate to her cultural background. She makes revisions
manually and asks follow-up questions to ChatGPT, but still does
not feel confident enough to send out the email. Then, she asks
whether her friends have written similar emails, and one friend
recommends WordDecipher to her.

WordDecipher takes a draft as input (Figure 1), so Yinuo pastes
her email draft there. For Yinuo’s email, WordDecipher detects
several social intentions: respectful-disrespectful, formal-informal,
distant-close, shy-boldness, and assigns a score on a 7-point scale
to each dimension. Yinuo notices the discrepancy between the
perceived and her real intentions. She thinks Prof. Miller should
remember her as she sometimes asked him questions after class, so
she adjusts the score towards more “informal” and “close”, but keeps
“respectful” the same. After updating the scores, WordDecipher
generates several rewriting suggestions on the paragraph level (also
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supporting sentence or word-level granularity). WordDecipher also
explains nuances of parallel suggestions to help Yinuo quickly grasp
the subtleties, which makes Yinuo feel much more confident to send
out the email.

Next time, Yinuo plans to recommend WordDecipher to her
cousin Muchen in China, who recently landed a job in a multina-
tional company. Muchen is less proficient in English than Yinuo,
so for critical work-related communication, Muchen initially drafts
in Chinese before translating into English. This process may dis-
tort the intensities of social intentions [18], and WordDecipher can
assist Muchen to accurately convey the intended messages.
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Figure 2: ChatGPT-generated email for Yinuo’s inquiry on research opportunities in Prof. Miller’s lab
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